
Assignment-5 

 

A. We have a dataset of marks given to the post graduate students (of non-

engg. and engg. orientation) for a project review by different faculty members 

of a design department of an institute. 

- From your analysis of the dataset, do you find any statistically significant 

difference between the marks given by different faculty to the students?  

- What would you comment on the marks received by the students of engg. vs. 

non-engg. orientation?  

- Is there any difference between the marks given by faculty to engg. vs. non-

engg. students? (Along with validation in excel) 

- Can you compare two faculty members at a time to find out for which faculty 

members you find statistically significant differences in grading the students? –  

- Please also compute the Power (probability of avoiding a Type II error) of any 

of these comparisons and find out the sample size for which the Power >= 90%. 

- Please share any other insights that you have for this analysis.  

- What could be other unknown factors, if any, if considered could have made 

the analysis more meaningful? 

- Please visualize this data using box plots or other means. Please show the 

calculations/ upload the code and/or the ANOVA tables involved. 
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Excel Data 

Student F1 F2 F3 F4 F5 F6 

Non-Engg. 8.5 7 7 7 6.5 8 

Non-Engg. 8.5 8 7 9 6.6 6.5 

Non-Engg. 9 7 9 9.5 6.9 7 

Non-Engg. 8.5 7.5 8 7.5 5.8 7.5 

Non-Engg. 7 7.5 7.5 6.5 5.8 6.5 

Non-Engg. 6 7.5 7.5 5 5.1 5.5 

Non-Engg. 9 7.5 8 8 6.5 7 

Non-Engg. 7.5 7.5 7 6.5 6 6.5 

Non-Engg. 7 6.8 6 9 6.5 6 

Non-Engg. 8 6 8.5 7 5.4 6 

Engineering 9.5 8.5 8.5 9.5 6.8 8 

Engineering 7 6 8 7 5.4 6 

Engineering 8.5 6 7 6.5 5.4 6 

Engineering 7.5 6 7 6 5.5 6 

Engineering 8 6 7.5 6.5 5.9 7.5 

Engineering 8 7 7 6 5.8 7 

Engineering 9 8.5 9 9 6.9 8 

Engineering 9 7 9 9.5 6.9 7 

Engineering 8 6 7 8 7 8 

Engineering 9 8.5 8.5 8 6.5 7 

Size 20 20 20 20 20 20 

Mean 8.125 7.09 7.7 7.55 6.16 6.85 



S.D. 
0.9013

9 
0.88490261

1 0.84914818 1.35627198 
0.61507380

8 
0.79637335

9 

Variance 0.8125 
0.78305263

2 
0.72105263

2 
1.83947368

4 
0.37831578

9 
0.63421052

6 

 

What would you comment on the marks received by the students of engg. vs. 

non-engg. orientation? (Along with validation in excel) 

 

 

Excel Data 

Engineering 9.5 8.5 8.5 9.5 6.8 8 

Engineering 7 6 8 7 5.4 6 

Engineering 8.5 6 7 6.5 5.4 6 

Engineering 7.5 6 7 6 5.5 6 

Engineering 8 6 7.5 6.5 5.9 7.5 

Engineering 8 7 7 6 5.8 7 

Engineering 9 8.5 9 9 6.9 8 

Engineering 9 7 9 9.5 6.9 7 

Engineering 8 6 7 8 7 8 

Engineering 9 8.5 8.5 8 6.5 7 

Size 10 10 10 10 10 10 



Mean 8.35 6.95 7.85 7.6 6.21 7.05 

S.D. 
0.7835106

2 
1.1413929

1 
0.8514693

2 
1.3904435

7 
0.6740425

3 0.831665 

Variance 
0.6138888

9 
1.3027777

8 0.725 
1.9333333

3 
0.4543333

3 
0.6916666

7 

 

 

 

Excel Data 

Student F1 F2 F3 F4 F5 F6 

Non-Engg. 8.5 7 7 7 6.5 8 

Non-Engg. 8.5 8 7 9 6.6 6.5 

Non-Engg. 9 7 9 9.5 6.9 7 

Non-Engg. 8.5 7.5 8 7.5 5.8 7.5 

Non-Engg. 7 7.5 7.5 6.5 5.8 6.5 

Non-Engg. 6 7.5 7.5 5 5.1 5.5 

Non-Engg. 9 7.5 8 8 6.5 7 

Non-Engg. 7.5 7.5 7 6.5 6 6.5 

Non-Engg. 7 6.8 6 9 6.5 6 

Non-Engg. 8 6 8.5 7 5.4 6 

Size 10 10 10 10 10 10 

Mean 7.9 7.23 7.55 7.5 6.11 6.65 



S.D. 
0.9944289

3 
0.5538752

4 
0.8644201

7 
1.3944333

8 0.5820462 
0.7472170

6 

Variance 
0.9888888

9 
0.3067777

8 
0.7472222

2 
1.9444444

4 
0.3387777

8 
0.5583333

3 

 

 

Anova Table: 

 

 

 

From the above table we can see that the p-value of interaction between faculty and students is 

0.842 which is highly different than alpha level 0.05. Thus, we can say that there hasn’t been a lot of 

statistical differences in the grading of engg and non-engg streams. 

The p-value (of rows) of students’ background is 0.301 which is also not statistically significant at 

alpha level 0.05. The p-value (of columns) of faculty is 0 which means there are statistically genuine 

differences in the grades given by faculty as it is significant to alpha level 0.05. 

 

 

 

 



Using multcompare to see the statistically significant differences in grades given by 

faculty: 

 

 

 



 

 

From the above 6 plots, it is seen that significant variations are there in F1-F5, 

F1-F6, F1-F2, F2-F5, F3-F5 and F4-F5. Now, seeing two faculties 1 and 5 for 

Type II error. 

Power and sample size with t and z:  

Noofsamples is at power=90% 



 

 

 

                                                     n=1 to 200 

 



Calculated power= 40.3% and 65 no of samples should be increased for power 

of 90%. When normality functions are not valid, Kruskal-walls method is used: 

 

 

 

 

Chi-Sq value is 43.25; Prob>Chi-sq value is very very less. 

 



B. Can you think of other real-world applications of the Statistical Methods 

learnt in the class? Please outline any five of them. 

 

1) Data Mining and Data Compression: Data mining is performed using 

functions to find irregularities or inconsistency within data 

Programs like WinZip are able to reduce the size of file by applying data 

compression techniques opted from data science. The data compression 

uses statistical algorithms to compress the data. 

2) Weather Forecasts: 

The working of weather forecast models giving information ahead of time. 

These computer models are built using statistical methods that compare 

prior weather conditions with current weather to predict future weather. 

 

3) Clinical Trial Design: Key statistical concepts are essential for the design 

and construction of clinical trials. Principles, Trials, and Designs presents 

a timely and view of the central statistical concepts used to build clinical 

trials that obtain the best results. The modern approaches of statistics are 

vital for understanding, creating, and evaluating data obtained 

throughout the various stages of clinical trial design and analysis. A variety 

of statistical concepts and principles such as longitudinal data, missing 

data, covariates, biased-coin randomization, repeated measurements, 

and simple randomization is used in different phases of trials. 

 

4) Drug Testing:  Statistics is an important tool in pharmacological research 

that is used to summarize experimental data in terms of central tendency 

(mean or median) and variance (standard error of the mean, confidence 

interval or range) but more importantly it enables us to conduct 

hypothesis testing. This is great importance when we are attempting to 

determine whether the pharmacological effect of one drug is superior to 

another. 

 

 


